Chapter 1. Linear Equations in Linear Algebra

Section 1.1 Systems of Linear Equations
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1. Alinear equation in the variables x1, ..., Xy, is an equation that can be written in the form
ai1T1 + asxo + - +apr, =b

where b and the coefficients a1, . . ., ay are real or complex numbers, usually known in advance. The subscript
n may be any positive integer.

For ewab, He  two 2%%*)‘07\3 In E%ti) ore ]/‘near e%vxs'
Noﬂ/ QKmMP(QS o O LK +c=0 (%M.uo‘m‘h‘c Q%'\) 5X1+ 6 > l?

2. A system of linear equations (or a linear system) is a collection of one or more lifiear equations

involving the same variables-say, z1, . . . , 2,. An example is Eq (1).
3. Asolution of the system is a list (81, S2, . - ., S5 ) of numbers that makes each equation a true statement
when the values s, ..., s, are substituted for x4, ..., x,, respectively. For example,
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4. The set of all possible solutions is called the solution set of the linear system. Two linear systems are
called equivalent if they have the same solution set. For example,
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5. Asystem of linear equations has
(1) no solution, or
(2) exactly one solution, or

(3) infinitely many solutions.

A system of linear equations is said to be consistent if it has either one solution or infinitely many solutions; a
system is inconsistent if it has no solution. For example,
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Matrix Notation

The essential information of a linear system can be recorded compactly in a rectangular array called a matrix.
The size of a matrix tells how many rows and columns it has.
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Solving a Linear System

Basic strategy: replace one system with an equivalent system that is easier to solve.

Let's go back to Example 0:

Example 1 Solve the system in Example 0 by using elementary row operations on the equations or on the
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ELEMENTARY ROW OPERATIONS

1. (Replacement) Replace one row by the sum of itself and a multiple of another row.
2. (Interchange) Interchange two rows.

3. (Scaling) Multiply all entries in a row by a nonzero constant.

Remarks:

1. Two matrices are called row equivalent if there is a sequence of elementary row operations that
transforms one matrix into the other.

2. If the augmented matrices of two linear systems are row equivalent, then the two systems have the same
solution set.
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Existence and Unigueness Questions

Two Fundamental questions about a linear system:

1. Is the system consistent; that is, does at least one solution exist?
2. If a solution exists, is it the only one; that is, is the solution unique?

Example 2 The augmented matrix of a linear system has been reduced by row operations to the form shown.
Continue the appropriate row operations and describe the solution set of the original system.
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Example 3 Do the three lines x1 — 4x9 = 1,221 — 2 = —3,and —x1 — 3x9 = 4 have a common point of

intersection? Explain.
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The following two questions are left as exercises. | will provide the complete notes for solving them
after the lecture. You will find similar questions in your homework assignments.

Exercise 4 Construct three different augmented matrices for linear systems whose solution set is
] = 1,:172 = 2,%3 = —3.

ANS: A basic principle of this section is that row operations do not affect the solution set of a linear
system. Begin with a simple augmented matrix for which the solution is obviously (1, 2, —3), and then
perform any elementary row operations to produce other augmented matrices. Here are three examples. The
fact that they are all row equivalent proves that they all have the solution set given by (1,2, —3).

1 0 0 1 1 00 1 1 00 1
0 1 0 2~ (1 1 0 3~ (1 1 0 3
0 01 -3 0 01 -3 2 01 -1

Apparently, the first augmented matrix has a solution set given by (1, 2, —3). The second augmented matrix is
obtained from the first one by adding the second row with the first row. And the third augmented matrix is
obtained from the second one by adding the third row with 2 times the first row.

Exercise 5 Determine the value(s) of A such that the matrix is the augmented matrix of a consistent linear
system.

1 h -3
-2 4 6

ANS: It is not hard to see that l

1 h -3 1 h -3
-2 4 6 0 4+2h O

] by adding the second row with —2 times
the first row.
Then the second equation is (4 + 2h)xs = 0 has a solution (x2 = 0) for every value of h.

So the system is consistent for all h.



